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Executive summary 
Key objectives of METIS-II are to develop the overall 5G radio access network (RAN) design and 

to provide technical enablers needed for an efficient integration and use of the various 5G 

technologies and components currently developed. In order to achieve these objectives, both 

qualitative and quantitative analysis of proposed technology components (TeCs) is needed. 

This deliverable contains: 

¶ definitions of key performance indicators (KPIs) and models constituting final METIS-II 

performance evaluation framework, to a large extend based on framework proposed in 

[MII16-D21], 

¶ holistic assessment of hypothetical 5G system along proposed performance evaluation 

framework, taking into account expected advancements as well as TeCs investigated in 

METIS-II, and 

¶ quantitative assessment of selected TeCs investigated for 5G RAN in METIS-II, 

compared against legacy solutions.  

Altogether, material provided in this deliverable provides insight into the overall performance 

improvements that 5G can bring to the future society and on evaluation methodologies that can 

be used to quantify these gains. 
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1 Introduction 
Starting from the introduction of Global System for Mobile communication (GSM), mobile phones 

and associated applications have become a commodity for the people worldwide. However, 

modern societies not only expect faster data rates and cheaper services. Contemporary cellular 

users and mobile network operators shift attention also to machine type communication (MTC) 

expected to form so-called Internet of Things (IoT), and to ultra-reliable communication that will 

lift probability of service successful completion to unpreceded level and duration. 

All these expectations will to be catered by fifth generation of cellular communication known as 

5G. 5G will allow peak data rates up to several Gbps for extreme mobile broadband (xMBB) 

services, energy efficient data transmission for massive MTC (mMTC) devices deployed in 

enormous volumes, and finally, low latencies and service robustness using ultra-reliable MTC 

(uMTC).  

The last mile access is often a bottleneck that limits the potential service experience in 

telecommunication systems, therefore an efficient radio access network (RAN) is a crucial 

element of every wireless technology. METIS-II project aims at tackling this challenge for 5G and 

investigates technical solutions (denoted further as technology components (TeCs)) that enable 

different features of the 5G system with the overall goal of providing high performing 5G RAN.  

1.1 Objective of the document 
The objective of this document is threefold. Firstly, it provides an evaluation framework that can 

be used for a fair assessment of key performance indicators (KPIs). This framework is expected 

to be similar as the one that will be issued by International Telecommunication Union (ITU) for 

ñInternational Mobile Telecommunication for 2020 and beyondò (IMT-2020) (cf. [ITUR15-M2083] 

[ITUR17-C508]). Secondly, assessment of a hypothetical 5G RAN along proposed performance 

evaluation framework is done, taking into account expected advancements as well as TeCs 

investigated in METIS-II. Finally, a crisp overview of selected TeCs developed in METIS-II is 

provided, showing their potential impact on the performance of 5G end users and network, mainly 

through system-level simulations.  

1.2 Structure of the document 
Section 2 contains the final METIS-II 5G performance evaluation framework consisting of KPIs, 

models and evaluation scenarios. It is used for assessment of the METIS-II 5G RAN design, 

taking into account five generic use cases (UCs) defined for 5G in [MII16-D11]. This assessment 

is carried out in Section 3. Finally, a crisp overview and quantitative evaluation of selected METIS-

II TeCs is given in Section 4, followed by the conclusions and recommendations in Section 5. 
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2 Final METIS-II 5G performance 

evaluation framework 
To quantify gains of certain technical solutions or RAN design concepts proposed for 5G, specific 

metrics are needed. This section gives definitions of 5G KPIs and provides detailed guidelines 

and instructions on how to assess them, similarly to the coarse framework proposed in [ITUR15-

M2083] that follows [ITUR08-M2134] defined for evaluation of International Mobile 

Telecommunications ï Advanced (IMT-A)/Fourth Generation (4G). Specifically, the following 

assessment methods can be distinguished for proposed framework: 

¶ In case of inspection methods, the evaluation is based on statements (Section 2.1). 

¶ For analytical procedures, the evaluation is done through calculations based on available 

technical information and/or performance that is predictable and repeatable in a given 

scenario (Section 2.2). Analytical procedures that are formulated in steps are generic and 

should not favour any particular technology. Depending on a specific technical solution, 

only a subset of these steps may be required to be included in the evaluation. 

¶ In case of evaluations through simulations, both system and link level simulation are used 

to derive results, which canôt be precisely assessed using inspection or analytical methods 

(Section 2.3). 

For the latter group, specific deployment scenarios, hardware configurations and models for 

METIS-II UCs are given in Section 2.4. 

Altogether, information captured in this section constitutes the final METIS-II performance 

evaluation framework. It is based to a large extent on a performance evaluation framework 

captured in [MII16-D21]. The latter contains also state-of-the-art analysis and additional 

information why certain KPIs or models were dropped, added or changed comparing to the 

evaluation framework proposed for evaluation of IMT-A/4G [ITUR08-M2134]. Detailed information 

on the METIS-II UCs, KPIs and expected performance, also with respect to studies of ITU, Next 

Generation Mobile Networks alliance and Third Generation Partnership Project (3GPP), can be 

found in [MII16-D11].  

Finally, 5G evaluation assessed according to METIS-II 5G performance evaluation framework 

presented in this section can be found in Section 3.  

2.1 KPIs evaluated by inspection 

2.1.1 Bandwidth and channel bandwidth scalability 
Scalable bandwidth is the ability of the 5G system to operate with different bandwidth allocations. 

This bandwidth may be supported by single or multiple radio frequency carriers. 



 

Document: METIS-II/D2.3 

Version: v1.0 

Date: 2017-02-28 

Status: Final 

Dissemination level: 

Public 

 

13 

The 5G system shall support a scalable bandwidth of at least 1 GHz. Proponents are encouraged 

to consider extensions to support operation in wider bandwidths (e.g. up to 3.5 GHz) as will be 

detailed in Section 3.1.1. 

2.1.2 Coexistence with LTE 
The new 5G Air Interface1 (AI) must be able to coexist with Long Term Evolution (LTE) from 

Release 8 and onward. This coexistence refers to the ability of the 5G access technology to share 

resources with a LTE technology operating in the same block of spectrum with possible bandwidth 

overlap. In this sense, the new AI must be able to support flexible allocation of resources both in 

frequency and in time domain.  

2.1.3 Deployment in IMT bands 
Deployment of the 5G system must be possible in at least one of the identified IMT bands. 

Proponents are encouraged to clarify the preferred bands for the proposed candidate/s. 

2.1.4 Interworking with 3GPP legacy technologies and 802.11 

Wireless Local Area Network (WLAN) 
Interworking refers to the capability of the 5G AI terminals to switch multimode terminals to 

another technology depending on the coverage and achievable Quality of Service (QoS).  

2.1.5 Low cost requirements 
The 5G AI shall support the connection of low cost devices and low cost operations.  

2.1.6 Operation above 6 GHz 
The 5G AI shall be able to operate in centimetre wave (cmW) and/or millimetre wave (mmW) 

bands with one or several Air Interference Variants2 (AIVs) especially suited to these bands. 

2.1.7 Spectrum flexibility 
The ability of the 5G AI with one or several AIVs to be adapted to suit different downlink (DL) / 

uplink (UL) traffic patterns and capacity needs for both paired and unpaired frequency bands 

[3GPP15-152129].  

2.1.8 Support for wide range of services 
The ability of the 5G AI to meet the connectivity requirements of a range of existing and future (as 

yet unknown) services to be operable on a single continuous block of spectrum in an efficient 

manner [3GPP15-152129]. 

                                                
1 An AI is here defined as the RAN protocol stack and all related functionalities describing the interaction between infrastructure 
and device and covering all services, bands, cell types etc. that are expected to characterize the overall 5G system. 
2 An AIV is defined in the same way as an air interface, but covers only a subset of services, bands, cell types expected to 
characterize the overall system. 
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Note that hybrid services including xMBB, mMTC and uMTC may be supported in the same band. 

2.2 KPIs evaluated by analysis 

2.2.1 Control plane latency 
Control Plane (CP) latency (in ms) is a transition time from an energy efficient connection mode 

(e.g., idle) to active mode. Total CP latency must be provided together with the latencies of all 

intermediate steps, if any. Note that the full set of steps represents the idle to active state transition. 

However, the proponent must clarify intermediate states that could be included in the AIV, like a 

connected-inactive state, and the latencies associated with each intermediate state.  

The following steps need to be considered (not all steps are required): 

¶ Step 0: User Equipment (UE) wakeup time 
¶ Step 1: DL scanning and synchronization + acquisition of broadcast channel 
¶ Step 2: Random access procedure 
¶ Step 3: UL synchronization 
¶ Step 4: Capability negotiation + hybrid automatic repeat request (HARQ) retransmission  
¶ Step 5: Authorization and authentication/ key exchange + HARQ retransmission  
¶ Step 6: Registration with the Base Station (BS) + HARQ retransmission  
¶ Step 7: Radio Resource Control (RRC) connection establishment/ resume + HARQ 

retransmission  

2.2.2 mMTC device energy consumption improvement 
mMTC device energy consumption improvement is defined as the lifetime of a battery (in hours, 

days or years) for a 5G device comparing to LTE-A one, under the assumption that the device is 

stationary and the energy consumption is related only to operations in AI. If not mentioned 

explicitly, energy consumption in RRC idle state is assumed the same for LTE-A and 5G devices.  

Following steps need to be considered (not all steps are required): 

¶ Step 0: Synchronization 
¶ Step 1: Transmit scheduling request 
¶ Step 2: Receive grant 
¶ Step 3: Transmit 125 B data 
¶ Step 4: HARQ retransmission  

2.2.3 Mobility interruption time 
Mobility interruption time (in ms) is defined as the time span during which a UE cannot exchange 

User Plane (UP) packets with any BS during transitions [3GPP15-152129]. It can be regarded as 

intra-system handover interruption time. 

2.2.4 Peak data rate 
Peak data rate (in Gbps) is the highest theoretical single user data rate, i.e., assuming error-free 

transmission conditions, when all available radio resources for the corresponding link direction 
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are utilized (i.e., excluding radio resources that are used for physical layer synchronization, 

reference signals or pilots, guard bands and guard times). Peak data rate calculation shall include 

the details on the assumed Multiple-Input Multiple-Output (MIMO) configuration and bandwidth. 

2.2.5 User plane latency 
UP latency (in ms) is defined as the one-way transmission time of a packet between the 

transmitter and the availability of this packet in the receiver. The measurement reference is the 

Medium Access Control (MAC) layer in both transmitter and receiver side. Analysis must 

distinguish between UP latency in an infrastructure-based communication and in a direct Device-

to-Device (D2D) communication.  

Following steps need to be considered (not all steps are required): 

¶ Step 0: Transmitter processing delay at BS (or UE in D2D communication) 
¶ Step 1: Frame alignment 
¶ Step 2: Synchronization 
¶ Step 3: Number of Transmission Time Intervals (TTIs) used for data packet transmission 

(unloaded condition is assumed) 
¶ Step 4: HARQ retransmission (assuming 10% error probability) 
¶ Step 5: Receiver processing delay in UE 

2.3 KPIs evaluated by simulations 

2.3.1 Experienced user throughput 
Experienced user throughput (in Mbps) is evaluated using deployment scenarios and models for 

METIS-II xMBB UCs (UC1, UC2 and UC3 [MII16-D11]). It refers to an instantaneous data rate 

between Layer 2 and Layer 3, calculated as:  

Ὗ
Ὓ

Ὕ
 ȟ 

where Ὓ is the transmitted packet size and Ὕ is the packet transmission duration between the time 

when the entire packet is correctly received at the destination and the time when packet is 

available for transmission. It is calculated separately for DL (transmission from source radio points 

to UE), UL (transmission from UE to destination radio points) and (potentially) for D2D 

(transmission directly between involved UEs). 

Note that experienced user throughput depends on the system bandwidth, and therefore this 

parameter shall be clearly identified in the simulation analysis.  

Experienced user throughput is linked with a certain level of availability and retainability (cf. Table 

2-1). 
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2.3.2 Traffic volume density 
Traffic volume density (in Gbps/km2) is evaluated using deployment scenarios and models for 

METIS-II xMBB UCs (UC1, UC2 and UC3 [MII16-D11]). It is defined as the aggregated number 

of correctly transferred bits (Nbits) received by all destination UEs from source radio points (DL 

traffic) or sent from all source UEs to destination radio points (UL traffic), over the active time of 

the network, to the area size covered by the radio points belonging to the RAN(s) where UEs can 

be deployed. Here active time of the network (Tsim) is the duration in which at least one session 

in any radio point of the RAN is activated. Traffic volume density can be calculated as 

ὝὶὥὪὪὭὧ ὺέὰόάὩ ὨὩὲίὭὸώ

В ὔὦὭὸίὔὦὭὸίὔὦὭὸί
Ὕ

ὛὭάόὰὥὸὭέὲ ὥὶὩὥ 
 

Where N is a total number of UEs in simulation and ὔὦὭὸίȟὔὦὭὸί and ὔὦὭὸί is a total 

number of transferred bits for DL, UL and D2D traffic, respectively. 

Note that D2D traffic should be evaluated independently from the cellular one. Besides, the link 

between source and destination may cover multiple hops especially when non-ideal backhaul is 

taken into consideration. 

Again, system bandwidth assumption must be clearly identified. 

2.3.3 E2E latency 
Different types of latency are relevant for different applications. E2E latency (in ms), or one trip 

time (OTT) latency, refers to the time it takes from when a data packet is sent from the transmitting 

end to when it is received at the receiving entity, e.g., internet server or other device. Another 

latency measure is the round trip time (RTT) latency which refers to the time from when a data 

packet is sent from the transmitting end until acknowledgements are received from the receiving 

entity. The measurement reference in both cases is the interface between Layer 2 and 3. 

2.3.4 Reliability 
Reliability (in percentage) is evaluated using deployment scenarios and models for METIS-II 

uMTC UC5 [MII16-D11]. It refers to the continuity in the time domain of correct service and is 

associated with a maximum latency requirement. In effect, reliability accounts for the percentage 

of packets properly received within the given maximum E2E latency (OTT or RTT depending on 

the service).  

More specifically, for vehicular-to-anything transmission, reliability is evaluated through the packet 

reception ratio (PRR), following the 3GPP definition [3GPP15-154981]. PRR is calculated for each 

transmitted packet as X/Y, where Y is the number of UEs/vehicles located in the certain range 

(20 m range bins are assumed) from the transmitter, and X is the number of UEs/vehicles with 

successful reception among Y.  
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Reliability of uMTC at a specific level is achieved when a given PRR (equal to the reliability) can 

be guaranteed at a specific distance, for the messages successfully received within a specific 

time interval.   

In general reliability is linked with a certain level of availability and retainability (cf. Table 2-1). 

2.3.5 Availability 
Availability (in percentage) is defined as the number of places (related to a predefined area unit 

or pixel size) where the Quality of Experience (QoE) level requested by the end-user is achieved, 

divided by the total coverage area of a single radio cell or a multi-cell area (equal to the total 

number of pixels) times 100.  

2.3.6 Retainability 
Retainability is defined as the percentage of time where transmissions meet the target 

experienced user throughput or reliability. 

2.3.7 mMTC device density 
mMTC device density (in the number of mMTC devices per km2) is defined as the maximum 

supported number of mMTC devises in a given area. It is evaluated using deployment scenarios 

and models for METIS-II mMTC UC4 [MII16-D11] and it is achieved when a given radio network 

infrastructure can correctly receive a specific percentage of access attempts (equal to availability) 

from mMTC devices. 

2.3.8 RAN energy efficiency 
Energy efficient network operation is one of the key design objectives for 5G. RAN energy 

efficiency (in arbitrary units) is defined as the overall energy consumption of 5G access nodes in 

the RAN comparing to a performance of legacy access nodes. In order to prove expected energy 

efficiency both spatial (entire network) and temporal (24 hours) traffic variations need to be taken 

into account. Detailed steps for evaluation of the 5G RAN energy efficiency are given in 

Annex A.1.1. 

2.3.9 Supported velocity 
Velocity (in km/h) is supported when at a given velocity, device link data rate is equal or greater 

than required value and required bit error rate. 

Following steps should be taken to evaluate the velocity support:  

Step 1: Run system level simulations with parameters as defined for a given deployment scenario 

defined for a specific use case in Section 2.4 with the exception of setting the speed to a given 

value and using full buffer traffic model to collect the overall statistics for downlink Cumulative 

Distribution Function (CDF) of pilot signal power.  

Step 2: Use the CDF of this received power to collect the given CDF percentile value required by 

desired availability (e.g., for availability of 95% a 5th percentile value should be chosen). 
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Step 3: Run the downlink link-level simulations for settings defined in Section 2.4 and for a given 

velocity for both Line-of-Sight (LoS) and non LoS (NLoS) conditions to obtain link data rate and 

bit error rate as a function of the pilot signal power. It is sufficient if one of the spectral efficiency 

values of either LoS or NLoS channel conditions fulfils the threshold. 

2.4 Main KPIs evaluated with simulations and 

corresponding simulation parameters 
METIS-II proposes 5 distinctive UCs [MII16-D11] for evaluation of different simulation KPIs 

introduced in Section 2.3. UC1 Dense Urban Information Society focuses on evaluation of 

heterogeneous networks (HetNet) in a dense urban environment, UC2 Virtual Office targets 

indoor deployments and UC3 Broadband Access Everywhere aims at assessment of 5G 

performance in rural and suburban areas. These three UCs address evaluation of xMBB services, 

while UC4 Massive Distribution of Sensors and Actuators and UC5 Connected Cars address 

evaluation of mMTC and uMTC services, respectively.  

Main targets for simulation KPIs defined for METIS-II UCs can be found in Table 2-1 and major 

evaluation parameters are captured in Table 2-2. Remaining parameters and models can be 

found in Annex A.2 and Annex A.3. 

Table 2-1. Requirements for KPIs of METIS-II UCs 

UC KPI Requirement 

UC1 
Dense Urban 
Information Society 

 

Experienced user 
throughput 

300 Mbps in DL and 50 Mbps in UL at 95% 
availability and 95% retainability 

E2E RTT latency Less than 5 ms (augmented reality 
applications) 

UC2 
Virtual Reality Office 

Experienced user 
throughput 

5 (1) Gbps in DL and UL at 20% (95%) 
availability and 99% retainability 

UC3 
Broadband Access 
Everywhere 

Experienced user 
throughput  

50 Mbps in DL and 25 Mbps in UL at 99% 
availability and 95% retainability 

UC4 
Massive Distribution 
of Sensors and 
Actuators 

mMTC device 
density 

1 000 000 devices/km2 transmitting from few 
bytes per day to 125 B per second with 99.9% 
availability 

mMTC device 
energy consumption 
improvement 

10 years (assuming 5 Wh battery) 
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UC5 
Connected Cars 

E2E OTT latency 5 ms (traffic safety applications) at 99.999% 
reliability 

Experienced user 
throughput 

100 Mbps in DL and 20 Mbps in UL (for non-
traffic safety related services) at 99% 
availability and 95% retainability  

Supported velocity Up to 250 km/h  

 

 

Table 2-2. Key evaluation parameters and models. 

Use case UC1  UC2  UC3  UC4  UC5  

BS 
deployment   

HetNet Indoor Hotspot 
(InH) 

Rural Macro 
(RMa) 

Urban 
Macro 
(UMa) 

HetNet/RMa 
(urban/   
motorway) 

Inter-site 
Distance 
(ISD) 

200 m for 
macro and 
>20 m for 
small cells 

20 m 1732 m 500 m 500 m 

Carrier 
frequency 

3.5 GHz for 
macro and 
25 GHz for 
small cell 

3.5 GHz and 70 
GHz 

800 MHz 800 MHz 5.9 GHz 

UE 
deployment  

 

10 UEs per 
macro cell and 
5 UEs per 
small cell 

10 UEs 10 UEs per 
cell  

24000 per 
cell 

< 1000 cars 
per square km 
(urban) 

< 100 cars per 
km (motorway) 

Number of 
UE antenna 
elements 
(TX/RX)  

16/16 16/16 8/8 2/2 2/4 

Number of 
UE antenna 
ports 
(TX/RX) 

8/8 for <6 GHz 

4/4 for >6 GHz 

8/8 for <6 GHz 

4/4 for >6 GHz 

4/4 1/1 1/2 
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UE speed 
(for fast 
fading 
calculation) 

3 km/h in small 
cells and 
30 km/h in 
macro  

3 km/h 120 km/h 3 km/h 60 km/h for 
urban and 
140 km/h for 
motorway 

Indoor / 
Outdoor 
ratio 

80/20 100/0 0/100 80/20 0/100 

Traffic 
model 

Full buffer and 
bursty 

Full buffer and 
bursty  

 

Full buffer 
and bursty 

Bursty 
(periodic)  

Bursty 
(periodic + 
event driven) 
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3 METIS-II 5G evaluation 
This section contains qualitative and quantitative assessment of performance that can be 

achieved by the hypothetical 5G system taking into account solutions developed in METIS-II. This 

assessment is done according to METIS-II performance evaluation framework defined in 

Section 2. 

3.1 Evaluation through inspection 

3.1.1 Bandwidth and channel bandwidth scalability 
METIS-II system can operate with different bandwidth allocations [MII16-D41] and in bands up to 

100 GHz [MII16-D31]. 

Here, we provide an exemplary bandwidth evaluation based on the application-based 

methodology described in [ITUR15-WP5D]. This example considers the analysis of a crowded 

dense urban scenario, where the user or device density is assumed to be 1 per 4 m2. With user 

activity factor of 0.8, this leads to the connection density of 200 000 devices/km2, in line with UC1, 

i.e., dense urban information society [MII16-D11]. Multiple applications are considered with data 

rates ranging from 1 Gbps for super-high data rate applications (e.g. virtual reality) to 500 Mbps 

for the high data rate applications (e.g., 8K Ultra High Definition (UHD)) and then to 100 Mbps for 

the medium data rate cases (e.g., 4K UHD). We assume that the traffic activity factor for medium, 

high and super high data rate applications are 2%, 1% and 0.5%, respectively. Furthermore, we 

assume that the ISD is 200 m. The spectrum efficiency in 5G is supposed to be improved to 

7.3 bps/Hz/cell [ITUR13-M2290] via advanced Physical Layer (PHY) and possibly upper layer 

techniques as also illustrated in [MAG-D11]. It is also proposed in 3GPP that Orthogonal 

Frequency Division Multiplexing (OFDM)-based waveform will be employed in New Radio (NR) 

Phase-I [3GPP15-150073] system design (for xMBB and uMTC applications), which requires 

around 10% guard band. Based on all the identified parameters, we can easily calculate that the 

required spectrum can be around 3.5 GHz to support a scenario as above. 

3.1.2 Coexistence with LTE 
The METIS-II 5G RAN is designed for coexistence with LTE (cf. e.g., Radio Resource 

Management (RRM) schemes or RAN moderation solutions captured in [MII16-D51], and the 

same spectrum bands can be used by both technologies, which could share resources depending 

on the specific AI needs. This flexible allocation also contemplates re-farming of spectrum for LTE 

to the 5G technology. 

3.1.3 Deployment in IMT bands 
Deployment in at least one identified IMT bands is an operational requirement for the 5G RAN 

captured in [3GPP16-38913]. 5G may be widely adopted in additional bands such as 3.4-3.8 GHz 

that may address some IMT-2020 needs and which is discussed in Europe [ECC16-PT1083]. 

METIS-II addresses this KPI through work in [MII16-D31]. 
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3.1.4 Interworking with 3GPP legacy technologies and 802.11 

WLAN 
METIS-II 5G RAN is designed to support interworking with 3GPP legacy technologies (cf. 

Section 2.3.2 in [MII16-D61]) and IEEE 802.11 family of WLANs (cf. Section 6.2 in [MII16-D61]). 

3.1.5 Operations above 6 GHz 
Operations above 6 GHz are considered for 5G. METIS-II addresses this KPI through spectrum-

related activities in [MII16-D31] (e.g. analysis of coexistence with fixed service links operating on 

mmW, or feasibility studies for outdoor-to-indoor deployment at higher frequencies) as well as 

through appropriate UP and CP design [MII16-D41] [MII16-D51] [MII16-D61].  

3.1.6 Spectrum flexibility and sharing 
The ability to adapt to different DL/UL traffic patterns and capacity for paired and unpaired bands 

is addressed by METIS-II through specific UP design concepts [MII16-D41] and system level 

solutions (cf. e.g., Sections 4.1.2 and 4.4.3). METIS-II investigates also mechanisms to allow 

sharing licensed or unlicensed spectrum with other technologies [MII16-D31]. 

3.1.7 Support of wide range of services 
Support of a wide range of services is addressed by METIS-II through numerous technical 

solutions captured e.g. in Section 4.  

3.1.8 Low cost requirements 
METIS-II 5G RAN is designed to support low cost devices, as well as low cost operation and 

maintenance enabled by e.g., mMTC solutions captured in Section 4.2, lean signalling and energy 

efficiency [MII16-D51] [MII16-D61], spectrum sharing [MII16-D31] and self-organizing networks 

[MII16-D51]. 

3.2 Analytical evaluation  

3.2.1 Control plane latency 
For CP latency calculations, faster UE and BS processing delays for 5G are expected due to 

improvements in hardware processing delays and reduced sub-frame durations for 5G. In 

[3GPP16-165538] reduction of processing delay up to a factor of 4 compared to LTE-A is given 

and this assumption is used in calculations below. Additionally, for calculation of CP latency a 5G 

sub-frame of 0.25 ms is selected. 

For transition between RRC Connected Inactive state to RRC Connected state (cf. Section 3.4.1 

in [MII16-D61]) the CP latency calculation steps are as presented in Table 3-1. 
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Table 3-1. Evaluation 5G CP latency for transition from RRC Connected Inactive state to 
RRC Connected state. 

Step 

 

Description Component 5G latency 

0 UE wakeup time  Implementation dependent and 
neglected in further calculation 

0 ms 

1 DL scanning 
and 
synchronization 
+ broadcast 
channel (BCH) 
acquisition 

 UE in RRC Connected Inactive state 
keeps listening to BCH so delays 
related to DL scanning and broadcast 
channel acquisition are neglected in 
further calculations 

0 ms 

2 

 

Random access 
(RA) procedure 

 

Average delay due to 
Random Access Channel 
(RACH) scheduling period 

5G sub-frame of 0.25 ms results in 
average delay of RACH scheduling 
period, preamble transmission, 
detection and RA response equal to 
0.125, 0.25 and 0.75 ms respectively. 
Assuming faster UE processing, 
delay of the last component of this 
step is assumed to be to 1.25 ms 

2.375 ms 

 

RACH Preamble 

Preamble detection and 
transmission of RA 
response  

UE processing delay 
(decoding of scheduling 
grant, timing alignment and 
identifier assignment + 
encoding of RRC 
CONNECTION RESUME 
REQUEST) 

3 UL 
synchronization 

 After RA procedures UL 
synchronization is achieved 

0 ms 

4 Capability 
negotiation + 
HARQ 
retransmission 
probability 

n.a. Context information on UE 
capabilities is available at the serving 
BS (assuming that UE position is 
known to 5G RAN at the cell level, cf. 
Section 4.5.2 in [MII16-D61])   

0 ms 
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5 Authorization 
and 
authentication/ 
key exchange + 
HARQ 
retransmission 
probability 

n.a. Authorization and authentication 
keys are available at the serving BS 
(assuming that UE position is known 
to 5G RAN at the cell level, cf. 
Section 4.5.2 in [MII16-D61])  

0 ms 

6 Registration 
with the BS + 
HARQ 
retransmission 
probability 

n.a. Context information on UE 
capabilities is available at the serving 
BS (assuming that UE position is 
known to 5G RAN at the cell level, cf. 
Section 4.5.2 in [MII16-D61])   

0 ms 

7 RRC 
connection 
establishment/ 
resume + 
HARQ 
retransmission 
probability 

Transmission of RRC 
CONNECTION RESUME 
REQUEST 

Assuming 0.25 ms sub-frame for 
transmission of RRC CONNECTION 
RESUME REQUEST, RRC 
CONNECTION RESUME and 
acknowledgement, faster processing 
in BS and UE (1 ms and 3 ms, 
respectively)  

4.75 ms 

Processing delay in BS (L2 
and RRC) 

Transmission of RRC 
CONNECTION RESUME to 
UE with e.g. UE ID 

Processing delay in the UE 
(L2 and RRC) 

Transmission of RRC 
CONNECTION RESUME 
acknowledgement to BS  

 Total delay 7.125 ms 

  

Based on calculations in Table 3-1 for transition from RRC Connected Inactive to RRC 

Connected, CP latency as short as 7.125 ms is expected for 5G. However, such performance can 

be only achieved when UEs are stationary or if mechanisms such as RAN Based Paging (cf. 

[MII16-D61]) are in place so the context information is available at the BS.  

Additional considerations for CP latency calculations can be found in Annex B.1. 

It should be noted that further reduction of CP latency for 5G can be obtained if e.g., sub-frame 

duration of 0.125 ms is used, as proposed for several physical layer numerologies in [MII16-D41]. 

In addition, reduction of CP delay due to improvements in UE and BS processing capabilities is 
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more likely for RRC Connected Inactive operation due to lightweight nature of signalling for this 

state. 

3.2.2 User plane latency 
Table 3-2 provides necessary steps for calculations of UP latency. Evaluation of Time Division 

Duplexing (TDD) mode is chosen as it is more challenging. 5G offers reduction of processing time 

by a factor of 4, as explained in Section 3.2.1. LTE-A values from 3GPP evaluation of TDD DL 

with optimal slot configuration (cf. UL/DL configuration #2 from [3GPP15-36912]) are used as a 

baseline. For 5G TDD a sub-frame duration of 0.125 ms is assumed as the shortest value for 

several physical layer numerologies proposed in [MII16-D41].  

Table 3-2. Evaluation of 5G UP latency. 

Step Description 5G latency 

0 Transmitter processing 
delay (BS) 

4-time reduction comparing to LTE-A [3GPP15-36912] 

0.25 ms  

1 Frame alignment In 5G more dynamic UL/DL configuration, compared to 
LTE-A will be used [MET14-D23]. If all sub-frames are 
configured for a given transmission direction, delay of this 
step is  

0 ms  

2 Synchronization  0 ms 

(in D2D communications, the user terminal may need 
some time for synchronization, though solutions proposed 
in [MII16-D41] for asynchronous transmission, reduce 
delay of this step for D2D transmission down to 0 as well) 

3 Number of TTIs used for 
data packet transmission  

(unloaded condition is 
assumed) 

1 TTI  

0.125 ms 

4 HARQ retransmission 

(assuming 10% HARQ 
probability) 

0.1 * 0.125 ms  

0.013 ms  

5 Receiver processing delay 
(UE) 

4-time reduction comparing to LTE-A [3GPP15-36912] 

0.375 ms 

 Total delay 0.763 ms 
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UP latency calculation presented in Table 3-2 indicates that UP latency can be reduced from 

5.18 ms in LTE-A (optimal TDD slot configuration in DL [3GPP15-36912]) down to 0.763 ms for 

5G. Further reduction of 5G UP latencies cannot be precluded as UE and BS processing delays 

for 5G could be even more evident for UP delays (for CP delay processing of signalling messages 

is done up to RRC level, while for UP delay it is done up to MAC level). 

3.2.3 mMTC device energy consumption improvement 
To compare LTE-A performance with 5G, mMTC devices are assumed to be equipped with a 

battery having energy capacity of 5 Wh (or 18 kWs) [MII16-D11]. It is assumed that UEs 

synchronize to the network before initial access. After synchronization, depending on the 

availability of data for transmission, mMTC devices either keep receive (RX) chains to read 

system information, read paging information or additionally turn on transmit (TX) chains to upload 

data to serving BS. Payload (125 B) is transmitted over 1 ms (in line with e.g. maximum transport 

block size for UL transmission for Narrow Band (NB)-IoT [3GPP16-36213]). Data upload is 

hindered with 10% retransmission probability.  

It should be noted that some modifications to the calculation below can be caused by, e.g., semi-

persistent scheduling, relaxation of synchronization requirements, binding data transmission with 

RACH request, etc. No tracking area updates are considered (such behaviour can be enforced 

by setting T3412 timer [3GPP16-24301] to 0 starting from 3GPP Rel 9), but it is assumed that 

device needs to change from energy efficient state to RRC Connected, before uploading the data.  

Table 3-3. Duration and instantaneous power consumption levels used for calculations of 
mMTC device energy consumption improvements. 

 

Power consumption 
[mW] 

Duration [ms] 

LTE-A NB-IoT, 5G LTE-A, NB-IoT 5G 

Data transmission + 10% 
HARQ (TX/RX on)   

300 150 1.1 1.1 

CP establishment (TX/RX on)  200 100 50 7.125 

Synchronization (RX on)  100 50 15 7.5 

Listening for sys. information 
and paging (RX on) 

100 50 10 5 

 

Calculations were done for sporadic (4 per day) and frequent (1 per 10.24 s) transmission 

periodicity. For less frequent transmission periods, discontinuous reception (DRX) cycles of 2.56 s 

are assumed for LTE-A, 10485.76 s (~3 hours) for NB-IoT [3GPP16-36304]. Extension of DRX 

cycle to 6 hours is assumed for 5G. Synchronization is performed after every DRX cycle. Energy 

efficient state is RRC IDLE for LTE-A and NB-IoT and RRC Connected Inactive for 5G (cf. 

Section 3.2.1). In addition to values captured in Table 3-3, power consumption in sleep mode and 

deep sleep mode is equal to 0.001 mW and 0.00002 mW, respectively [RVX+16], [R2-132394]. 
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Power consumption for NB-IoT and 5G was halved comparing to LTE-A due to narrowband 

operations. Deep sleep mode is introduced only for NB-IoT and 5G. For 4G solutions duration of 

synchronization is based on synchronization signal periodicity (10 ms) and averaged time 

misalignment after DRX cycle (5 ms). The final value of 15 ms is close to empirical values reported 

e.g., in [LNS+14]. For 5G this value is halved to account for potential improvement in 

configurability and duration of synchronization signals (cf. [R1-1700294], [R1-1700329]). System 

information reading duration for 4G is linked with the structure of Physical Broadcast Channel. To 

account for lean control plane design improvement in system information readouts in 5G (cf. 

Section 4.2 in [MII16-D61], [R2-1700309]) corresponding duration is halved comparing to 4G.   

Table 3-4. Assessment of overall power consumption of mMTC devices for frequent and 
sporadic data transmissions. 

Daily summary Rel 10, 
frequent 

Rel 10, 
sporadic 

NB-IoT, 
frequent 

NB-IoT, 
sporadic 

5G, 
frequent 

5G, 
sporadic 

# data transmission per 
day 

8437 4 8437 4 8437 4 

Time for data 
transmission [s] 

9.28 0.004 9.28 0.004 9.28 0.004 

Time for CP 
establishment [s] 

421.85 0.2 421.85 0.2 60.11 0.028 

Time for listening to 
system information and 
paging [s] 

337.5 337.5 84.37 0.08 42.185 0.02 

Time for 
synchronization [s] 

506.25 506.25 126.56 0.12 63.28 0.03 

Time in sleep mode [s] 85125.1 85556 0 0 0 0 

Time in deep sleep [s] n.a. n.a. 85758 86399 86225 86399 

Overall power 
consumption [W] 

256.68 169.97  55.84 1.76 17.56 1.73  

 

Based on calculations provided in Table 3-4 and assuming average battery energy storage of 

5 Wh, MTC device would last without battery exchange between 70 and 106 days for Rel 10 LTE-

A, between 322 days and 28 years for NB-IoT, and between 2.8 and 28.5 years for 5G, depending 

on the data transmission frequencies. This is depicted in Figure 3-1. 
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Figure 3-1. Lifetime of a 5 Wh battery of mMTC device for different data upload 
periodicity and for different technologies. 

It should be noted that these values can be further impacted by additional power consumptions 

caused by e.g. wake up or down phases experienced by device exploiting DRX operations, and 

battery leakage. However, these aspects are heavily implementation dependent and are beyond 

the scope of the system level evaluation captured in this document. 

3.2.4 Mobility interruption time 
Mobility interruption time can be reduced to 0 through multi-connectivity concepts, giving that 

make-before-break approach is used (cf. [MII16-D51]). Note that in 5G system, handover between 

adjacent BS may no longer exist due to solutions based on multi-connectivity and CP / UP 

decoupling. 

3.2.5 Peak data rate 
The analysis assumes a 100 MHz component carrier bandwidth channel in TDD mode, but with 

flexible UL/DL allocation which allows a full allocation of bandwidth in the peak data rate analysis. 

Our exemplary 5G RAN3 assumes two simultaneously used bands, one centred in the 3.5 GHz 

with 100 MHz allocated per operator (one single component carrier), and another at 28 GHz with 

500 MHz available for the operator (five aggregated component carriers). At 3.5 GHz 16 spatial 

parallel flows are transmitted, whereas at 28 GHz only 8 spatial flows are possible, with a massive 

                                                
3 This computation is based on a given exemplary METIS-II system with realistic parameters, but the final 
settings of an AIV may deviate. 
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MIMO 256x256 antenna system. A maximum of 64 QAM modulation is assumed due to the huge 

data rate at hand. The exemplary 5G transmission has the following characteristics: 

¶ 2048 FFT is assumed for each component carrier. 

¶ Subcarrier spacing is set to 60 kHz. 

¶ 100 MHz bandwidth per component carrier encompasses 1650 subcarriers and thus 

110 Resource Blocks (RBs) in frequency domain, each with 15 subcarriers. In fact, these 

1650 carriers cover only 99 MHz with remaining 1 MHz used as a guard band for the 

purpose of calculation. 

¶ Cyclic prefix is set to 1.17 µs, resulting in an OFDM symbol duration of 17.84 µs.  

¶ A total of 56064 OFDM symbols are transmitted per second, reserving 10% of symbols 

for signalling purposes and 20% of subcarriers for channel reference signals.  

¶ The modulation is assumed to be 64 QAM (6 bits per symbol).  

¶ Since error-free assumptions can be assumed, channel coding rate is equal to 1. 

¶ 16 layers spatial multiplexing is assumed for below 6 GHz bands and 8 for above 6 GHz 

bands. 

¶ Peak data rate per component carrier results in 56064*1650*(0.7)*6*16 = 

6216376320 bps, i.e. about 6.2 Gbps for below 6 GHz band, and in 56064*1650*(0.7)*6*8 

= 3108188160 bps, i.e. about 3.1 Gbps for above 6 GHz band. 

In the aggregation case for the DL, 5 component carriers (500 MHz) at above 6 GHz and 1 at 

below 6 GHz (100 MHz) will result in a total peak data rate of 21.7 Gbps. In the UL, 2 component 

carriers at 28 GHz and 1 component carrier at 3.5 GHz will result in a total peak data rate of 

12.4 Gbps. The ratio of 3 to 6 component carriers between UL and DL is due to the power 

limitations existing in handheld devices. 

Finally, it is worth recalling that this peak calculation is just an example of the procedure, with an 

arbitrary but realistic selection of the AIV characteristics 

3.3 Evaluation through simulation  
This subsection covers performance evaluation via simulation of a hypothetical 5G system along 

the METIS-II UCs. The detailed specification of 5G is not yet know, but expected advancements 

are taken into account. However, this analysis doesnôt focus explicitly on any TeC proposed in 

Section 4. 

3.3.1 UC1 ï Dense Urban Information Society 
In UC1, a large number of resources in terms of bandwidth, sites and antennas is used to provide 

consistent and good user experience. On one hand, urban macro layer provides wide network 

coverage and cater for the edge usersô experience. This is enabled using operations on lower 

carrier frequencies and high spectral efficiency over large bandwidth. Wide coverage of macro 
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BS also benefits the mobility performance for users on the move. On the other hand, small cell 

BSs boost available capacity over specific hotspot areas, as much wider bandwidth can be 

exploited at higher frequency range. Therefore, in order to evaluate the performance of UC1, site 

deployments, antenna configurations, channel and bandwidth extensions should be explicitly 

modelled. Key evaluation parameters are captured in Table 3-5. 

 Table 3-5. Evaluation parameters for UC1. 

Deployment scenario Urban macro layer HetNet outdoor small cell 
layer 

BS antenna height 25 m, above rooftop 10 m on the lamppost / below 
the rooftop 

Number of BS antenna 
elements (TX/RX)  

32/32 

 

32/32  

Number of BS antenna ports 8 8 

BS antenna gain 8 dBi 
(per element) 

5 dBi 
(per element) 

Maximum BS TX power 49 dBm per band (in 
20 MHz) 

23 dBm per band (in 80 MHz) 

Carrier centre frequency  3.5 GHz 30 GHz 

Carrier bandwidth  20 MHz 80 MHz 

System bandwidth  200 MHz 800 MHz 

ISD 200 m > 20 m 

UE deployment  10 UEs per macro 
cell  

5 UEs per small cell 

UE height cf. Annex A.3.2 

UE antenna pattern 2D omni-directional 

Number of UE antenna 
elements (TX/RX)  

4/4 4/4 

Number of UE antenna ports 
(TX/RX) 

4/4 4/4 

UE antenna gain 0 dBi 
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UE speed for fast fading 
calculation 

3 km/h for indoor and 30 km/h for outdoor  

Min 2D UE-BS distance 35 m 5 m 

Indoor / Outdoor ratio 80/20 

Channel model 3D UMa [3GPP15-
36873] 

High frequency UMi 
[3GPP16-38900] 

Traffic model File Transfer Protocol (FTP) Model 3 [3GPP13-36872] 
with packet size 3.5 MB 

 

Figure 3-2 shows UC1 network performance against overall traffic load being a function of packet 

inter-arrival time for individual UEs. It is shown that as the packet arrival rate increases, the traffic 

volume density grows accordingly until the network is fully loaded. Based on considered 

evaluation assumptions, the maximal supported DL traffic volume density of UC1 is about 

560 Gbps/km2, which is lower than required 750 Gbps/km2 assumed in [MII16-D11]. It is, however, 

expected that if more resources are available, e.g., site, bandwidth, antenna, power, or more 

advanced transmission technologies are implemented, the target traffic volume density could be 

achieved. To exemplify, BW comparing for dense urban deployments can be as high as 1 GHz. 

Considering 100 MHz used for evaluation, improvement by a factor of 10 (at least, as pooling and 

multiplexing gains are also expected) could be applied for achieved data rates and traffic volumes 

densities.  

 

Figure 3-2. Traffic volume density and radio resource utilization vs. packet arrival rate (ɚ) 
for UC1. 
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From Figure 3-3 it can be observed that a high user experienced data rate is achievable in UC1 

especially at low load state, in which interference level is also low. As more traffic is generated, 

the resource utilization becomes higher and stronger co-channel interference is expected. Note 

that under current assumption, the required DL user experienced data rate, e.g., 300 Mbps, could 

be achieved when load level is below 3%. It is expected that further enhancement of the network 

(e.g. more advanced antenna systems )could make the target achieved at higher load level. 

 

Figure 3-3. Experienced user data rate and radio resource utilization vs. packet arrival 
rate for UC1. 

RAN energy efficiency is one of key KPIs foreseen for 5G. Therefore, as a large number of sites, 

bandwidth allocations and antennas are deployed to support the high-performance requirement 

in terms of data rates, power consumption should also be taken into account in order to achieve 

sustainable development in terms of cost and environmental impact. From the Figure 3-4 it can 

be observed that higher RAN energy efficiency performance is expected for higher traffic load 

levels, as more traffic can be delivered while the ratio of load-independent static power 

consumption could be reduced accordingly. In addition, it is also shown that advanced sleeping 

strategy can achieve significant performance gain especially in low load level scenarios. 

In Figure 3-5, further comparison is given for the RAN energy efficiency performance with baseline, 

i.e., UMa scenario defined in IMT-A system. Note that most assumptions were defined in [ITUR08-

M2135] for IMT-A/4G, except the traffic model parameters and user densities. In order to simplify 

the comparison, same user density number per macro sector in IMT-A/4G (ISD = 500 m) and 5G 

(ISD = 200 m) is assumed while the traffic amount per sector of IMT-A/4G is only 1/1000 of 5G in 

UC1 (i.e., packet size is 1/100 while packet arrival rate is 1/10 for IMT-A/4G compared with 5G). 

It is shown that when the load level is low, high performance gain can be achieved, and this gain 

increases as more advanced sleeping strategy is implemented. Even when the system load level 

is very high, e.g., fully loaded, the energy efficiency performance gain is noticeable, which is 

mainly due to the introduction of small cells and more advanced and energy efficient hardware. 
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